
 

 

 

Horizon Scan — January 2026 (theme: 
“Biotech’s future is less human”) 

Monthly Pattern: Biology is becoming a data+compute industry—AI leverage is shifting from 

“model cleverness” to datasets, regulatory acceptance, and workflow integration.  

Domain Balance Note: Science/tech capability is accelerating; governance is starting to specify 

expectations; human systems (validation, incentives, workforce, trust) remain the swing factor.  

 

10 signals (most consequential; in-month) 

1) FDA formalizes “Good AI Practice” expectations for drug development 

What happened (Jan 2026): FDA posted “Guiding Principles of Good AI Practice in Drug 

Development,” signaling clearer expectations for reliability, governance, and safety when AI is 

used across the drug lifecycle.  

Why it matters: This is an early regulatory “rail”—it won’t make AI drugs easier by itself, but it 

makes regulatory conversations more legible, which is what investors and clinical teams need 

to scale responsibly. 

Horizon: 0–3 months 

Triad map: Science/Tech (model use in R&D) | Human Behavior (process adoption) | 

Ethics/Gov (regulatory expectations) 

Confidence: High 

Watchpoints: FDA/EMA alignment language; concrete examples of acceptable evidence 

packages for AI-supported submissions.  

 



 

 

2) Illumina launches a “Billion Cell Atlas” dataset to train AI for target 
discovery 

What happened (Jan 13, 2026): Illumina announced a large-scale cell-response dataset 

initiative with major pharma collaborators to accelerate AI-powered discovery.  

Why it matters: In AI-bio, data gravity often beats algorithm novelty. Shared, high-quality 

biological datasets can become the “platform layer” that concentrates power—and determines 

who can build models that generalize. 

Horizon: 3–12 months 

Triad map: Science/Tech (training data) | Human Behavior (collaboration norms) | Ethics/Gov 

(data governance, access) 

Confidence: High 

Watchpoints: Access terms (open vs. gated); whether downstream model performance claims 

become reproducible across institutions.  

 

3) Eli Lilly’s AI platform gets productized via Schrödinger integration 

What happened (Jan 9, 2026): Schrödinger said it will offer Eli Lilly’s AI discovery platform 

(TuneLab) through its LiveDesign software, expanding availability to biotechs.  

Why it matters: This is the practical “less human” shift: not autonomous labs yet—workflow 

embedding (tools inside tools) that changes how chemists iterate and what gets tried. 

Horizon: 0–3 months 

Triad map: Science/Tech (model-assisted design) | Human Behavior (workflow change) | 

Ethics/Gov (validation & traceability) 

Confidence: High 

Watchpoints: How users document model influence for regulatory auditability; measurable 

cycle-time reduction vs. marketing claims.  

 

4) Pharma doubles down on AI to cut discovery timelines—investment 
narrative hardens 

What happened (Jan 15, 2026): Reuters reports broad pharma momentum to apply AI to 

reduce costs/timelines, supported by a wave of partnerships.  

Why it matters: The “AI in biotech” story is moving from experimentation to capital 

reallocation. When the narrative hardens, the risk becomes benchmark chasing (deploying AI 

because peers are). 

Horizon: 0–3 months 

Triad map: Science/Tech (capabilities) | Human Behavior (competitive adoption) | Ethics/Gov 

(quality systems) 

Confidence: Medium–High 



 

 

Watchpoints: Whether companies publish credible KPI deltas (hit rates, ADMET prediction 

accuracy, trial design improvements).  

 

5) Biotech dealmaking rebounds early in 2026—AI pulls generalist capital 
back in 

What happened (Jan 12, 2026): Axios notes biotech dominating early-2026 deal blurbs, 

including multiple large rounds—framed as a reversal driven partly by renewed excitement 

(including AI).  

Why it matters: When generalist capital re-enters, it can fund scale—but also inflate 

expectations ahead of clinical proof, increasing pressure to overclaim model impact. 

Horizon: 0–3 months 

Triad map: Science/Tech (AI promise) | Human Behavior (capital cycles) | Ethics/Gov (truth-in-

claims, disclosure) 

Confidence: Medium 

Watchpoints: Post-money valuations vs. milestone quality; whether IPO windows open for AI-

bio specifically.  

 

6) A concrete example of “AI platform startup” funding: Converge Bio raises 
Series A 

What happened (Jan 13, 2026): Converge Bio announced a $25M raise focused on generative 

AI drug discovery services/platformization.  

Why it matters: This reinforces the market’s near-term bet: tools and platforms (model + 

workflow + services) may monetize sooner than “AI-designed drugs” themselves. 

Horizon: 3–12 months 

Triad map: Science/Tech (genAI methods) | Human Behavior (buy vs. build) | Ethics/Gov 

(evaluation standards) 

Confidence: Medium 

Watchpoints: Customer outcomes published; contracts tied to measurable wet-lab validation 

rather than “model performance” alone.  

 

7) VC reality-check: “AI drug discovery isn’t the layup” thesis gains visibility 

What happened (Jan 9, 2026): PitchBook analysis argues AI drug discovery has been harder 

than many investors expected (translation: proof and timelines remain stubborn).  

Why it matters: This is the counterweight to hype. It increases emphasis on validation rigor 

(and raises the bar for claims), which is healthy but may squeeze smaller labs. 

Horizon: 0–3 months 



 

 

Triad map: Science/Tech (limits of models) | Human Behavior (investor discipline) | 

Ethics/Gov (evidence standards) 

Confidence: Medium 

Watchpoints: Down-rounds or pivots among AI-bio startups; stronger demands for independent 

replication.  

 

8) Geopolitical competition lens: “China expected to soon surpass U.S. in bio 
innovation” 

What happened (Jan 7, 2026): STAT frames China’s bio innovation momentum as potentially 

surpassing the U.S., shaping how U.S. capital and policy may respond.  

Why it matters: AI-bio becomes not just a business story but a strategic capability story—

likely to influence industrial policy, talent flows, and cross-border licensing scrutiny. 

Horizon: 3–12 months 

Triad map: Science/Tech (bio capability) | Human Behavior (talent/capital flows) | Ethics/Gov 

(industrial policy, security) 

Confidence: Medium 

Watchpoints: New U.S. policy proposals on biotech supply chains; changes in cross-border deal 

review posture.  

 

9) China’s regulator (NMPA) moves to optimize review/approval pathways 
(speed signal) 

What happened (Jan 7, 2026): Covington summarizes an NMPA announcement aimed at 

optimizing review/approval for certain urgently needed drugs (including those marketed 

overseas).  

Why it matters: If approval pathways accelerate, the global market pressure intensifies: speed 

becomes a competitive attribute, which can amplify both innovation and safety/oversight risk 

if evidence standards diverge. 

Horizon: 3–12 months 

Triad map: Science/Tech (pipeline throughput) | Human Behavior (market incentives) | 

Ethics/Gov (regulatory process) 

Confidence: Medium 

Watchpoints: Follow-on implementing guidance; measurable changes in review timelines; 

cross-jurisdiction reliance pathways.  

 



 

 

10) Compute + pharma signaling: NVIDIA–Lilly “blueprint” framing for AI 
discovery 

What happened (mid-Jan 2026): NVIDIA’s blog highlights a public discussion positioning 

AI+compute as central to future drug discovery, with Lilly as a flagship partner voice.  

Why it matters: This is about infrastructure alignment: drug discovery is being reframed as a 

compute-intensive pipeline. That tends to concentrate leverage (and costs) in a few platform 

layers. 

Horizon: 3–12 months 

Triad map: Science/Tech (compute/model scaling) | Human Behavior (vendor dependence) | 

Ethics/Gov (resilience, concentration risk) 

Confidence: Medium 

Watchpoints: New long-term compute procurement deals; shared reference architectures for 

regulated AI workflows.  

 

Top 3 implications for leaders 

1. Regulatory readiness becomes a competitive moat: Build AI audit trails and 
evidence discipline now, not after a submission fails.  

2. Data strategy beats “AI strategy”: Partnerships like Illumina’s atlas suggest the 
winners will control (or access) the best biological training corpora.  

3. Platform concentration risk is rising: Workflow embedding (Lilly→Schrödinger) 
plus compute narratives (NVIDIA) can lock firms into toolchains.  

Key risks to monitor 

• Overclaiming model impact ahead of reproducible wet-lab proof (investor pressure).  
• Regulatory fragmentation across jurisdictions under speed competition.  
• Vendor lock-in and single-point-of-failure dependencies in AI-bio tool stacks.  

Emerging opportunities 

• Controls as product: “Good AI Practice” implies demand for compliance-grade 
tooling (model governance, traceability, validation kits).  

• Shared datasets + federated learning approaches that preserve proprietary value 
while improving generalization.  

 
 


